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Object size measurement and camera distance evaluation for
electronic components using Fixed-Position camera
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Abstract. This article works on applying Open-Source Computer Vision Library (OpenCV) minimum area rectangle to
measure electronics component dimension. A rotative contour covers the considered objects with the detected width and
length. The pixel and real-world unit ratio are identified with a reference object for other device size accomplishment.
The experiment contains Arduino UNO, microchip ESP32-WROOM, Inertial Measurement Unit (IMU) sensor, and a 9
V battery. The approach shows the less complicated way to achieve the appropriate results, with an absolute error of less
than 3mm. The distance between the camera and object is also calculated based on the relationship between camera
parameters and actual object height. The research concentrates on the size measurement of electronic components and the
distance estimation from the object to the monitoring camera.
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1. Introduction

Nowadays, computer vision [1, 2] has played a significant role in the electronic field. The industry's demand for object
size tracking has increased to validate production quality, such as in conveyor systems. This research works on the
circumstance where the camera is mounted in a fixed position to proceed the size measurement with object detection.
Various approaches are utilized for object measurement with computer vision. Deep learning [3, 4] is applied with the
You Only Look Once (YOLO) algorithm [5, 15-18] or Convolutional Neural Network (CNN) [6, 19-21] for the object
recognition and measurement. Although the obtained results have sufficient accuracy, many custom datasets must train
and test the model. It requires high time consumption and robust Central Processing Unit (CPU), increasing system
complexity.

Meanwhile, OpenCV is a library of programming functions mainly for real-time computer vision [7]. OpenCV
Minimum Area Rectangle is a simple but effective technique for object size measurement. The bounding area is
automatically drawn on the electronic components with the object size in pixel (px). To find the relationship between
pixel and real-world dimension (mm), camera calibration is processed with a reference object size (ESP32-WROOM)
detection in px and its actual size to seek out the ratio between them. From this stage, all other object size will be converted
from px to mm, depending on this ratio. In addition, this article also depicts the distance evaluation between object and
camera, which is extremely useful in many situations.

The paper is organized as follows: the 1st part concerns the technical principle of object measurement and distance
evaluation. In the experimental part, the size of 4 electronic components: a microcontroller board, a microcontroller chip,
an IMU sensor [8, 9, 22], and a 9V battery are detected. Finally, the conclusion is drawn out.

Width 223.0 px
Height 304.0 px

Figure 1. Microcontroller contour detection by OpenCV system
2. Technical principle
2.1. Object measurement

Thresholding is a segmentation technique in computer vision that separates the foreground such as the interested object
from the image's background. A threshold (T) is set to distinguish pixel intensity between dark and bright colors. T can
be set manually, but there is a problem of the manual insert which may not be sufficient for the full image. Due to
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variations in lighting conditions, shadowing, etc., the manual T works for a certain part of the image but fails on the
different segments.

Therefore, adaptive thresholding is applied in this case. In the arithmetic mean, each pixel in the neighborhood
contributes equally to computing T. By applying adaptive thresholding, threshold local regions of the input image (rather
than using a global value of T).

T = mean (LSR) — C Q)

Where:

e Tis threshold.
e LSR the local sub-region of the image.
e Cissome constant to adjust T.

Here, the pixel neighborhood size is 31, which means the grayscale pixel intensity value of each 31>31 sub-region in
the image to compute our threshold value T. In addition, C is 10, added or subtracted from the mean value to improve the
discrimination between the object and background.

With the support of OpenCV, the minimum area rectangle technique generates the bounding rectangle with the
minimum area surrounding the electronic devices that can also rotate to fit the best with the objects, as shown in Figure
1. At this point, the width and height of the concerned objects are acquired in px.

To accomplish the relationship between the pixel and the real-world unit, the real height of an object is measured,
then the ratio will be calculated as below:

. real size (mm)
ratio = —_— (2)
pixel size (px)

With this ratio, other electronic components can be calculated:
real size (mm) = pixel size (px) * ratio 3)

2.2. Camera distance evaluation

As explained in [10], once the real size of the object is estimated, the distance between the object can be calculated

based on the following Equation:
D (TI‘LTI‘L) — f (mm.)*real'height (mm)*image‘z height (px) (4)
object height (px)+sensor height (mm)
Where:

e D isthe distance between the camera and object.
o fisthe focal length of camera.
e object height is detected by image processing with OpenCV.
e sensor height is vertical dimension of the sensor's active pixel area of camera.
In the case, the distance between the camera and the object is known, it is possible to calculate the object height without

the ratio calibration:
Distancexobject height (px)*sensor height (mm) (5)

real hel‘ght = f (mm)=real height (mm)*image height (px)

3. Experimental and data analysis

In the experiment, 4 electronic devices are utilized for the system validation:
e Arduino UNO board [11]
e Battey 9v.
¢ MPU 6050 sensor [12], [13].
e ESP32-WROOM [14].
The ESP32 is used as the reference object for image calibration. As shown in Figure 2, the developed system is able
to detect the contour on the objects and estimate the pixel number of their width and height.
Table 1 and Table 2 report the object dimension in px and mm, respectively. The digital caliper measures each
electronic component's real size as ground truth to compare with the system evaluation. The errors are stated in Table 3.
With this technique, the errors are minor, less than 3 mm, which is in the acceptable range.

Table 1. Pixel value of object size

Parameters Arduino Battery IMU sensor ESP32 Wroom
Width (px) 212.36 107 63 71
Height (px) 307.61 196 81 97

Table 2. Value of object size in mm

Parameters Arduino Battery IMU sensor ESP32 Wroom
Width (mm) 55.82 28.12 16.56 18.66
Height (mm) 80.86 51.52 21.29 25.50
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Width 55.83 mm Width 28.13 mm Width 16.56 mm Width 18.66 mm
Height 80.87 mm Height 51.53 mm Helght 21.28 mm Height 25.5 mm

Figure 2. Contour and size detection

Table 3. Absolute error of size detection

Parameters Arduino error Battery error IMU sensor error ESP32 Wroom error
Width (mm) 243 2.85 0.56 0.65
Height (mm) 2.56 2.62 2.29 0

Moreover, the distance from objects to the camera is evaluated based on the ESP32 module height. Substituting the

camera data from Table 4 into the Equation (3), the camera distance is approximately 264.35 mm.

Table 4. Camera data

Parameter Value
Image width (px) 604
Image height (px) 1069
Focal length (mm) 5.23

Sensor width (mm) 3.66
Sensor height (mm) 2.74

4, Conclusion

This paper presented vision-based development for the electronics component based on OpenCV library, with the

error of less than 3mm. To achieve more precise results, more complicated calibration or other robust Al approaches are
required to proceed. However, the advantage of this method is simple, direct and sufficiently effective. Furthermore,
another strong point of the concerned technique is to work directly via fast calibration without a large dataset. On the
other hand, the distance between the camera and objects was evaluated, providing practical information about the camera
position. In the future, more computer vision techniques will be researched deeply and compared with each other in terms
of objective measurement.
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